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Plan for Today’s Talk

Topics

Part I: Downside to Products/Black Boxes

Part Il: Advantages to Process over Product

Part lll: What’s on your mind?

Part IV: Characteristics of Successful Predictive Modeling Projects
Who Am I?

What Are Your Predictive Modeling Project Experiences?
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Introductions: Who Am |?

e Hacker & Maker by Nature
e Linguist and Teacher by Training

o Data Scientist by Practice

Machine

Computer M Math and

Science/IT Statistics
Data

Science

Software Traditional
Development Research

Domains/Business
Knowledge
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Introductions: What Are Your Predictive Modeling Project

Experiences?

How many of you (past, present, future)

Have used predictive modeling in your work?
Have formed a part of the stakeholders group?
Have managed a predictive modeling project?

How many of you are new to predictive modeling?
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Part |: Downside to Black Box Models



Part |I: Downside to Black Box Models

We are awash in black box algorithms (all social media)

So, what’s the problem? Lack of transparency:
How was a given prediction arrived at?
Can’t compare effects of including/excluding data
Pre-pandemic vs Pandemic
Can’t audit where it performs well, and where it doesn’t

Can’t see who it advantages or disadvantages
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Part ll: Advantages of Process over Product



Part ll: Advantages of Process over Product

Is explainable

acad_plan_maj

term_credit_hours_tree
section_class_number_tree

fin_total_charges_tree

trn_transfer_inst_name
stdnt_birthdate_day_of year_1_to_365_tree
time_enrl_add_day_key_day_of year_1_to_365_tree
career_gpa_cum_bot_tree
isir_adj_gross_income_tree

hours_x_gpa_tree

corporate_waiver_amt_tree

stdnt_cntct_city
delta_term_begin_day_-_stdnt_birthdate_day_tree
isir_stu_ctrb_fr_inc_tree

hs_final_gpa_tree

fin_fees_tree
term_level_accumulated_credit_hours_tree
delta_accepted_dt_-_isir_current_fa_app_date_tree
planl_acad_org_program_cd

enrollment_address_zipcode

1 0 1 2
SHAP value (impact on model output)

T

3

High

Feature value
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Part ll: Advantages of Process over Product

Can be validated: where does it do better/worse?

Truth vs. Prediction by Count

Count of Retained

School Group 0 50 100 150 200 250 300 350 400 450 500 550 600 650 700
Coll Health Sci/Prof Studies .
College of Arts &Sciences | NN O I
College of Business ()
College of Tech/Occupational Science .
General University .
0 50 100 150 200 250 300 350 400 450 500 550 600 650 700

Count of Predicted
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Part ll: Advantages of Process over Product

Can answer this question: “How was this score arrived at?” (Non-Standard)
59% Likelihood to Retain: Student Has Financial Aid Problems

Top 3 features lowering their probability of retention be/ow the average probability of 66%

Federal unmet need
Original student aid offer
Federal grant offer

Top 3 features pushing their probability of retention up, towards the average probability of 66%

Distance from campus
Grade points per unit
Financial aid application date

higher & lower
f(x) base value
-0.8077 -0.3077 0.1923 0.39 0.6923 1.192 1.692 2.192

22222 10 XD N S O

le_points_per_unit =2 ' std_contact_distance_from_campus_qcut_bins = 2 ' isir_fed_unmet_need_qcut_bins = 40 ' orig_offer_amount_qcut_bins = 41 'federal_grant_offer_amount_qgcut
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Part ll: Advantages of Process over Product

Facilitates discovery/serendipity

12

<15

Continuing ® 633%

Continuing Dual
High School

New Dual High
School

New First Time @® s00%

New Transfer

Readmit

1.5-1.99

69.3%

71.6%

. 67.1%

2.0-2.49 2.5-2.99

75.6%

o @

82.2%

88.1%

73.3% ‘ 85.0%

55.3%

3.0-3.49

93.9%

88.1%

88.6%

81.4%

62.9%

3.5+
. 86.0%
® s87.8%

82.3%

. 94.6%

Null

76.9%

68.0%

0.3%
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Part ll: Advantages of Process over Product

Can be rebuilt as data channes ar ic added/ciihtracted (AMPF)

S
Redshift Ingest
'

U of Foo Harmonization

.

Cleaning

Y
Features 1

Y

Y

Features 2

Dimensionality 2

.

Model Building 3

y

Dimensionality 1

A

Features 3 T
Model Building 2

Model Building 1
Lt |

[ PM 1: Shap

A
Y

A\

U of Foo PM 3: Prediction

[ PM 2: Bias
Redshift [ |

A
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Part IV: Characteristics of Successful
Predictive Modeling Projects

Foundation



Part IV: Successful Predictive Modeling Projects

Seek common understanding through dialog

Applied Data Science 101

16 CAMPUS



Step 1 u u
Define the question n



Part IV: Successful Predictive Modeling Projects

Seek to answer a specific question...

Which students are at risk ot
not retaining fFor | year?
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Part IV: Successful Predictive Modeling Projects

Seek to answer a specific question... which is actionable

Which students would be
more likely to retain il they
are Provided additional

Financial aid?
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Part IV: Successful Predictive Modeling Projects

Are iterative in nature: outputs and concepts

Exploratory Data
Analysis (EDA)

20

Feature Engineering

Further Data
Collection/
Transformation
Based on Findings

Predictive Model
Development /
Training & Testing

Assess Model Output
and Get Feedback
from Domain Experts

=Finalize subset of selected fields to

Optimize Model

Productionize
Model Results

Include, at what time, in what form

=Parameter Tuning
=Multiple Algorithms — Model

Competition

Compare Results
and Get Feedback from
Domain Experts

Update over time based
on performance and
usage
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Part IV: Successful Predictive Modeling Projects

Explore the data before attempting to predict outcomes

<15 15-1.99 2.0-2.49 2.5-2.99 3.0-3.49 3.5+ Null
Continuing ® 633% 69.3% 75.6% 82.5% ‘ 86.0%
Continuing Dual 82.2% ® 9395% ® s878% 76.9%

High School

e

w2
S

=2

o:“a'“'gh 71.6% . 84.1% . 88.1% ’ 88.1% 82.3%

New First Time @® -coo% 67.1% 73.3% ‘ 85.0% ‘ 88.6% ‘ 94.6%

New Transfer 81.4% 68.0%

Readmit ® 553% ® 629%

21 CAMPUS



Part IV: Successful Predictive Modeling Projects

Explore the data before attempting to predict outcomes...

Retention Flag

1 Feature Percentages o
Cohort Term Rt
Selected Row Logic Fall 2016 Fall 2017 Fall 2018 Fall 2019 Fall 2020 Row Type
Null |Academic Load v
0 credits [IINO2:32% T [1100:009%
Less Than Half Time [I11200:00% " [NSGI00%M"50.00%
Half Time |ISHISO0N "54:55% " [NNGOIZSoNN "
3/4Time | NNNGCHOSINNNN """ NESSNN
Full Time [IRNENSSEOGNNN " INSZ0S7%N

0% 50% 100% 0% 50% 100% 0% 50% 100% 0% 50% 100% 0% 50% 100%

% of Total Headcount = % of Total Headcount @ % of Total Headcount % of Total Headcount @ % of Total Headcount
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Part IV: Successful Predictive Modeling Projects

...And visualize that data different ways

1 Feature Counts

Cohort Term
Selected Row Logic Fall 2016 Fall 2017 Fall 2018 Fall 2019 Fall 2020
Null 5 6 3
0 credits | 10 | | 20 ]
3/4Time | ] [ | |
FullTime INNNGSCINNNNT — NNSCCRNNNT — NEOSORNNNNT NNTTISINNN hscem—
Half Time | | | | I
Less Than Half Time ] 2 ] | \ |
0 500 1000 [0 500 1000 [0 500 1000 O 500 1000 |0 500 1000
Headcount Headcount Headcount Headcount Headcount
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Part IV: Successful Predictive Modeling Projects

Same here: visualize data in different ways: counts

Delta: Begin Date - App Date

nnnnnnnnnnnnn

nnnnnnnnn
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Successful Predictive Modeling Projects

Part IV

different ways: percentages

In

data i

lize

visua

Same here
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Part IV: Successful Predictive Modeling Projects

Meet with stakeholders to discuss progress/deliverables/questions on a regular basis

Common understanding?

Examine the Look ahead to next
data/outputs meeting

Meeting
Process
Introduce new Lather, rinse,
concepts/questions repeat
Questions? Quick recap of last meeting

%6 CAMPUS



Part IV: Successful Predictive Modeling Projects

Have diverse roles & capacities across stakeholders
IR Specialists
Advising
Project management
IT: Developers
IT: Support
Analysts

2! CAMPUS



Part IV: Characteristics of Successful
Predictive Modeling Projects



Part IV: Successful Predictive Modeling Projects

Continually check assumptions, discoveries and conclusions along the way

()0
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Part IV: Successful Predictive Modeling Projects

Start small & make incremental changes when training models
Basic model based on institutional knowledge: GPA, Hours, Financial Aid
Hoover mode: Discovery
Engineered features
Distance from campus
Hours vs GPA, Hours * GPA = power
Date transformations: Day of year, week of year, month of year
Date deltas

Can be augmented w/ new information after initial completion and delivery
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Part IV: Successful Predictive Modeling Projects: Techniques

Date transformations: Day of year, week of year, month of year

Date deltas: Term start date - anpblication date

Delta: Begin Date - App Date

GGGGGGGGGGGGGG
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Part IV: Successful Predictive Modeling Projects: Techniques

Date transformations: Day of year, week of year, month of year

Date deltas: Term start date - application date
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Part IV: Successful Predictive Modeling Projects: Techniques

At one client’s behest | performed special date analysis (non standard)

& £
£ o <
S = 5
8
5 E
5 E
35 = o 3
— '3
8 o o
SHE &
=1 2
Average
. : @
3
2 »
e 2 & 8
3 g
g 0 ogg
@ 3 iy
£ — £
ke & £ g
2 b
; £ — 3
% S
2
g
g
55 3
2
50 E
©
2
g
M
S g
b
o II
64 6 6 58 56 54 Ss2 50 48 46 44 42 40 38 36 34 32 30 28 2 24 22 20 18 16 14 2 10 8 6 a 2 o 2 4
delta_term_begin_day_-_app_dt-week

3 CAMPUS



Part IV: Successful Predictive Modeling Projects

Have explainable transformations: Hours vs GPA vs Hours * GPA

High
term_credit_hours_tree
section_class_number_tree

corporate_waiver_amt_tree

trn_transfer_inst_name

fin_total_charges_tree
stdnt_birthdate_day_of_year_1_to_365_tree
career_gpa_cum_bot_tree
delta_term_begin_day_-_isir_current_fa_app_date_tree

time_enrl_add_day_key _day_of year_1 to_365_tree

bhifrri
|

delta_term_begin_day_-_stdnt_birthdate_day_tree

hours_x_gpa_tree

Feature value

acad_plan_maj
isir_adj_gross_income_tree

delta_accepted_dt_-_isir_current_fa_app_date_tree

f*L**r
|

t

stdnt_cntct_city

isir_stu_ctrb_fr_inc_tree
fin_fees_tree

planl_acad_org_program_cd

rrt

enrollment_address_zipcode

hs_final_gpa_tree

l
St
i

-2 -1 1 2 3
SHAP value (impact on model output)
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Part IV: Successful Predictive Modeling Projects

Validate against known historical outcomes

o . . Retention Likelihood Bins: 6
Probability Bins and Correctness: Horizontal 6
M Lowest Likelihood

Correct? M Low Likelihood
Medium Likelihood
50 W High Likelihood
M Very High Likelihood
Retention Likelihood Bins: 6
40 (A1) -
Threshold
€ 0.4
3 o <>
True E
2
a
20
10 I .
50
40
False

Student Count

o
S

o
o

o

-l.l‘l!ll e

16% 18% 20% 22% 24% 26% 28% 30% 32% 34% 36% 38% 40% 42% 44% 46% 48% 50% 52% 54% S6% 58% 60% 62% 64% 66% 68% 70% 72% 74% 76% 78% 80% 82% 84% 86%
Risk Score

CAMPUS



Part IV: Successful Predictive Modeling Projects

Acknowledge that there’s no free lunch
Noise: predictions are only as good as your data
Cost/benefit: Which errors are least/most costly?
Are clear about what they’re trying to predict:

Retention vs. stopping out = majority vs minority classes

N CAMPUS



Part IV: Successful Predictive Modeling Projects: Concepts

No free lunch

37

Actuals vs. Predictions & Confusion Matrices

. Threshold
Actuals vs. Predictions s
Correct? . o <[>
100 i Retained
1 M False
1 T
50 ! M True
o
£ ! .
3 1 Accuracy:
g 60 1
True & 1
5 (o)
5 | 78.1%
3 40 !
S 1
! Matrix Counts
1
20 )
I Predicted
i False True
0 o [ - _ Retained
. False 157
100 1 True 844
1
80 ! Matrix Percents
3 |
g | Predicted
s 0 ! Retained False True
False 5 : False 53.4%
E 40 1 True 85.5%
o 1
1
o mmniim__InEainl lll-lllllllll-f
20% 30% 40% 50% 60% 70% 80%
Likelihood Score
Model Specs
Date And Time Report Peri.. Query Key Module Name
2021-03-23 03:10 PM DCST Fall 2019 EoFS 2019 FTFT Retention ENCODE | 100% | Smote E.. smote-enn | generic_model_build_xgb Abc
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Thank you
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